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Face detection is an important problem in computer vision 

research and applications are getting trending due to the 

advancement in the file of machine learning and computer vision. 

There are several algorithms and models for face recognition. 

However, face detection is the first step in all implementations. 

This research proposed a face detection method based on an 

enhanced Multi-Task Convolution Neural Network (MTCNN) and 

improves the network of MTCNN, creates a neural network model 

based on MTCNN using Python, and cascades to increase the 

accuracy of face location in difficult scenarios. In this research 

paper, we evaluated the performance of three famous face detector 

models on CPU-based machines. Experiments show that HAAR 

Cascade is the fastest on CPU-based machines but in the case of 

accuracy, MTCNN is better. MTCNN and DLIB based detectors 

are designed for GPU-based machines. 
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Introduction: 

In the multimedia digital world, image and video are becoming extremely important. In 

every image or video, the human face is one of the most significant elements. Detecting the human 

faces in an image and subsequently extracting the facial characteristics is a useful technique for a 

variety of applications, including computer interface, video conferencing, and so on. 

Detecting human faces and extracting facial characteristics from an image is, in reality, and 

a difficult task that has been researched in computer vision for decades. The goal of improving 

face recognition rates is to extract valuable facial features. It has been a challenging task in 

machine learning for a long time, with applications ranging from image classification, face 

analysis, face identification, face tracking, and need the monitoring and detection of several faces 

at a distance. The integral image, classifier learning using AdaBoost, and the HaarCascade are   
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three fundamental principles in the Viola-Jones face detector that make it possible to create an 

effective face detector that can execute in real-time. 

Face detection is used to identify whether there are any faces in the image or not. Following 

Viola-Jones' pioneering work, other detection processes have been created to recognize faces 

efficiently and correctly [1]. The initial stage in a computerized face recognition system is face 

detection. It generally decides whether or not a picture has a face in it. If it does, it can track one 

or more facial positions in the image. The feature extraction stage includes selecting a unique 

feature vector from the identified face. Verification and identity are required for classification. To 

allow access to the desired identity, verification involves matching one face to another. 

Identification, on the other hand, compares a face to numerous other faces and offers numerous 

options for determining the face's identity [2]. Feature extraction subset feature and emotion 

classifier are the three phases. The feature value of the input picture, a face, is derived using Sobel 

edge detection and a Haar Cascades technique for feature extraction of the mouth and eyes [3]. 

Because of its robustness, we chose Haar cascade for face detection in this research. For feature 

extraction, there are two main approaches: holistic feature and local feature. The characteristics 

are retrieved from the entire face in the holistic feature-based method, which might be influenced 

by occlusion and expression variations. Local feature-based techniques, on the other hand, solve 

problems by considering sections of the image. They are also invariant in terms of size and rotation 

[4]. Filtering methods are another option to improve the accuracy of facial recognition [5].  

To produce a discriminative subspace, different postural features are converted using a 

transformation dictionary. Face matching is done on a patch-by-patch basis rather than on a holistic 

level. Experimentation is carried out using the Multi-PIE, and FERET databases. When compared 

to existing approaches of posing issues and single-task-based baselines, the suggested technique 

produces better results. MTL techniques are used to improve these tasks. Face Recognition with 

MTL suggest that the characteristics of different postures be transformed into a discriminative 

subspace and that the transformations be learned simultaneously for all postures with one challenge 

for each posture for the MTL-based face recognition algorithm [6]. To rotate a face image, [7] 

creates a deep network. This multi-task framework outperforms the single-task model without the 

reconstruction component. Similar work [8] has been done in this way to extract robust 

identification traits while simultaneously synthesizing facial pictures. 

Related Work 

Computer vision is a topic of research that aims to create strategies to aid computers in 

analyzing the information of digital pictures like video and images. It's also automated processing, 

which includes several major procedures for image processing, recognition, and decision-making 

[9]. Faces are detected in a sliding window manner using new features and classifiers. Viola and 

Jones' remarkable work [41], AdaBoost is used with Haar cascade features in which it is used to 

train a cascaded face detector, which then influences various other techniques [10]. The Viola and 

Jones method use Haar classifiers to identify facial characteristics. In computer vision, Haar 

features are used to classify the intensity of pixels in a region in a detectable manner. Haar features 

are image rectangle areas, and classifiers are made up of two or three rectangle features that are 

continually inspected for features in the window. Face recognition systems that are robust to pose 

variations, and facial expressions [11]. The fundamental goal of these techniques is to find 

distinguishing characteristics. In general, these techniques may be split into two types: type one is 

to extract local characteristics, local appearance-based approaches are applied, and the facial 
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picture is separated into smaller sections [46]. Type two is to extract the features centered on these 

places, key-points algorithms are utilized to identify the facial picture.  

Techniques Based on Local Appearance It's a geometrical methodology that's also referred 

to as a feature methodology. In this scenario, the facial picture is represented as a series of low-

dimensional characteristic vectors. To describe local features, this concentrates on essential 

portions of the face and employs the face's uniqueness to identify and apply several parameters, 

such as pixel orientations, histograms [12], geometric features, and correlation planes [47]. LBP 

and variants: LBP is a general-purpose texture extraction approach that may be applied to any 

object [51]. It excels at face recognition [47], facial expression identification, texture 

classification, and texture segmentation. Facial image retrieval is an interesting but difficult 

challenge for its practical usage in computational forensics. It's much worse when the system 

doesn't identify the target image and it's only in the user's mind. As a result, accurate retrieval 

results require the user's descriptions of the target image. As a result, factor analysis techniques 

such as PCA, Fisher's linear discriminant, ICA, nonnegative matrix factorization, and probabilistic 

PCA were applied to these datasets. Facial recognition and retrieval are significant computer vision 

and image processing issues. The system works by retrieving valuable features to be used in the 

retrieval process, similar to face recognition systems. According to studies, interactive image 

retrieval has the benefits of incorporating user input and enhancing retrieval performance through 

relevance feedback. 

To extract data, [13] employed an unsupervised deep learning system called the LBP 

network. The topology of the LBPNet is identical to that of the convolutional neural network 

(CNN). LBPNet is similar to other unsupervised approaches, according to experimental findings 

acquired using available benchmarks (e.g., LFW and FERET). Reference [55] developed a system 

for resolving face recognition problems including a wide range of characteristics such as emotion, 

lighting, and various positions. It is based on two different techniques:  K-NN and Local Binary 

Pattern. The local binary pattern used face recognition algorithms to its invariance to target picture 

rotation. For feature extraction, reference [14] presented a variation of the local binary pattern 

methodology which is called "multiscale local binary pattern (MLBP)." The local ternary pattern 

methodology [15] is another local binary pattern variant that is less noise-sensitive than the original 

LBP methodology. The HOG technique can define the face shape by looking at the distribution of 

edge direction or the light intensity gradient [2]. This methodology works by dividing the entire 

face picture into cells, creating a histogram of pixel edge direction, and then combining the 

histograms to extract the face picture's feature. Reference [16] suggested a robust face recognition 

system based on a mixture of several histograms of oriented gradients (HOG). The approach is 

known as "multi-HOG." 

In addition, a face detection system has been built to determine the item that looks like a 

face. Faces in the Wild and dataset of a wider face with a great degree of variety in circumstances 

such as size, position, occlusion, expression, cosmetics, backdrop, and light were used in this 

study. Reference [17] created the LWF image database to research the challenge of face 

recognition, which contains variations in posture, facial expression, lighting, age, gender, color 

saturation, image quality, clothing, focus, and other parameters. 13,233 facial images were 

acquired from the website, representing 5749 users, with two or more different images 1680 and 

each image having a resolution of 250 by 250 pixels. For the classification model, the dataset was 

divided into ten non-repeating subsets of image pairs. There are 300 positive pairs and 300 negative 

pairs in each subset. When the database is only used for checking, all of the pairs are used to 
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calculate accuracy. The database was created to research a special task that a pair of people had to 

complete. A pair of face images is given, and a classifier may identify the pair as “same” or 

“different” depending on whether or not the images depict the same person. A database was created 

to research a special task that a pair of people had to complete. Two procedures have been created 

to make use of the training data: Image-restricted and unrestricted training are also available. The 

identities of pictures are removed in image-restricted training. (1) Funneled images [18], (2) LFW-

A employed an unknown process for alignment, and (3) deep funneled pictures [19] are the three 

types of aligned photographs presented. The WIDER Face [20] data set contains 32,203 photos, 

with 50% samples being utilized for training and 10% being utilized for validation. The poses, 

light, occlusion, and size of the faces in this data set vary substantially. Face detectors that have 

been trained on this data set have a greater performance [21]. 

Deep Face was trained on a large dataset of faces acquired from a sample that was 

significantly different from the people used to create the evaluation targets, and it outperformed 

existing methods with very slight adaptations [22]. The suggested method is different from the 

bulk of previous submissions in that it implements the deep learning (DL) model. With several 

significant advancements in different domains such as vision, voice, and language modeling, DL 

is particularly well suited for working with wide training sets [23]. The Convolutional neural 

network models combine the feature extractor and classifier from beginning to end. The techniques 

produce are useful in face representations. Many methods to improving face verification 

performance in an environment have been proposed, and some of them have shown positive 

results. Face identification makes extensive use of metric learning techniques, which are often 

combined with task-specific goals. MTL improves the performance at the same time. Face 

detection [24], Face alignment [25], pedestrian detection [26], attribute estimation [27], and other 

applications have all proven effective. Despite MTL's effectiveness in a variety of visual 

difficulties, there hasn't been much research done on it for face recognition. 

For many facial analysis tasks, MTL algorithms are applied. Reference [28] was the first 

to examine the MTL framework for machine learning in-depth. It has since been utilized to solve 

a variety of computer vision challenges. Reference [29] offered one of the first MTL-based facial 

analysis studies. The method was used to solve face recognition, feature identification, and head-

pose estimation. It combined a tree model with a pool of common components, each of which 

symbolizes a landmark place. JointCascad is another technique [28]. Combining the training with 

the landmarks localization challenge enhanced the face identification algorithm. Both of these 

systems relied on handmade components, making it difficult to apply the Multi-Task Learning 

paradigm to a wide range of activities. Because the feature representations required to accomplish 

each job were different, multi-task learning was limited to a few sets of tasks before the 

introduction of deep-learning algorithms. Face detection, for example, is often performed with 

HOG, whereas face recognition is often performed with LBPs. Likewise, distinct handmade 

characteristics were developed for age, gender, landmark localization, and attribute categorization. 

Handwritten characteristics were replaced by deep convolutional neural network features for facial 

analysis tasks as deep learning progressed. This allowed a single deep convolutional neural 

network model to be trained for a variety of tasks, including face detection, landmark localization, 

facial attribute prediction, and face recognition. When designing computers to execute various 

jobs, it's common to create separate algorithms for each and by exchanging deep features, one may 

create a neural network that can concurrently fulfill all of the requirements. 
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MTL is interpreted as a regularization strategy for a DCNN by [30]. Because the learned 

parameters of a network agree with all of the tasks at hand, the MTL methodology prevents 

overfitting and converges to a robust solution. Machine learning [31], and computer vision [22] 

have both done extensive research on MTL. To study common features and task-specific models, 

it is appropriate to combine MTL and CNN. For combined face identification, posture estimation, 

and landmark localization, [25] offers a deep CNN. Several techniques for training face-related 

tasks have recently combined the MTL framework with deep CNNs. Reference [32] advocated 

employing a CNN to simultaneously estimate age and gender. Hyper Face [33] trained an MTL 

network for face identification, landmark localization, posture, and gender estimation by 

combining the intermediate layers of CNN for better feature extraction. Reference [34] proposed 

an MTL-restricted Boltzmann machine for learning facial features, whereas reference [25] 

improved landmark localization by simultaneously training it with head-pose estimation and face 

attribute inference. These methods can perform MTL on a small number of tasks, but they are 

unable to train a large number of related tasks. Individual face analysis tasks have been the subject 

of much investigation. DP2MFD [33], Faceness [35], Hyperface [33], Faster-RCNN [36], and 

other deep CNN-based face detection algorithms have considerably outperformed classic 

algorithms like TSM [29] and NDPFace [37]. Due to a shortage of training data, only a few 

approaches have exploited deep CNNs for face alignment tasks [25-38]. Recent landmark 

localization algorithms have mostly focused on near-frontal faces [39], which have all of the key 

points visible. Recent techniques such as PIFA, 3DDFA, Hyperface, and CCL have been used to 

investigate face alignment. 

Methodology 

Face Detection 

In the fields of image processing and pattern recognition, human face detection has proved 

to be a challenging problem. This step determines whether or not the given image contains any 

human faces. Variations in lighting and facial expression may make face identification difficult. 

A face recognition system's capacity to deal with images and videos, real-time, robust lighting 

situations and function with faces from various viewpoints are all aspects that make it successful. 

Furthermore, due to the lack of limitations on the quantity, position, size, and alignment of faces 

in an image or video scene, facial feature extraction is a time-consuming procedure. The proper 

method is to gather a large number of face and non-face samples, then use machine learning 

methods to train a face model for categorization. In this procedure, there are two major concerns: 

which characteristics to extract and which learning algorithm to use. Finally, the face recognition 

process compares the obtained attributes from the human face to all template face databases to 

determine human face identification. The three main approaches required to construct a decent 

face recognition system are face detection, feature extraction, and face recognition [40]. To 

facilitate the building of a more powerful facial recognition system easier, pre-processing methods 

are used. Only a few of the methods used to recognize and identify face images include the Viola-

Jones detector [41], histogram of directed [42], and PCA [43].  

Each face has its structure, size, and shape, allowing it to be identified. Some methods for 

identifying the face based on size and distance include extracting the contour of the lips, eyes, or 

nose [44]. HOG [45], Eigenface [46], independent component analysis, linear discriminant 

analysis [43], scale-invariant feature transform [47], Gabor filter, local phase quantization [48], 

Haar wavelets, Fourier transforms [49], and local binary pattern [44] are some of the techniques 
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used to extract face features. In the feature extraction stage, features are extracted from the 

environment and use to identify objects recorded in a database. Face recognition is used for 

identification as well as verification. A test face is compared against a group of faces to identify 

the most likely match throughout the identification process. During the identification stage, a test 

face is compared to a known face in the database to make the acceptance or rejection decision [45]. 

The success of correlation filters [50], convolutional neural networks [51], and k-nearest neighbor 

[52] has been demonstrated. 

Figure 1 shows the design of face detection and face feature extraction system. The 

modules, face detection, and feature extraction use in this paper. 

Fig 1 Face Detection and Feature Extraction model 

In figure 1 Face detection is used in all facial recognition systems, however not all face 

detection methods are used for facial recognition. using cameras  a human's facial movements 

convert into a digital database or face detection. 

 The initial step is to choose the digital image that will be used to apply the algorithms. The 

chosen image is referred to as the input image, as illustrated in Fig1. Face detection is the second 

phase, which involves determining whether or not there are any faces in a given image and, if so, 

returning the image position and content of each face. After the face detection, the face extraction 

procedure is carried out in order to offer relevant information for differentiating between various 

people's faces. Finally, a result is displayed, indicating that an image has been identified. 

Face Detection Algorithms 

a) Knowledge-based algorithms:  

Describe in code the features that make up a real face, as well as the relationships between 

them, and make it simple to put up basic rules to differentiate between different face types. Face 

features are detected first in an image using programmed rules. Furthermore, covering all possible 

situations is challenging. 

b) Feature invariant algorithms: 

It includes a group of features that are similar to all faces and do not vary in response to changes 

in the environment, such as posture and light. Edge, intensity, size, texture, and color are all 

common features. These algorithms have a difficult task in identifying features in image corruption 

scenarios such as noise, lighting, and occlusion, as well as in complicated backgrounds. 

c) Matching algorithms:  

Different face formats are described by these algorithms. Face locations are usually specified 

based on edges, and correlation is used to identify them. They must be deformable to detect and 

adjust to the contours of the face. The primary disadvantage of knowledge-based algorithms is that 

they must cover all potential postures. 

d) Appearance-based algorithms:  
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Create face templates using statistical and machine learning approaches such as classifiers, 

which include neural networks, PCA, and SVM, among others. Positive face samples, as varied as 

appropriate, and negative examples, with representative images that do not contain faces, are often 

used in the training of these algorithms. 

e) Viola-Jones classical algorithm:  

Viola-Jones algorithm has a higher detection speed in real-time face detection. The main 

characteristics of this algorithm are given below: 

 

• By using the integral map to ensure the speed at which the feature is extracted value of the 

face image is extracted and, secondly, by using the Ada-Boost strong classifier, the correct 

rate of face detection is achieved. 

• Modification of the standard Ada-Boost classifier. In the modern Ada-Boost classifier, 

several small decision trees construct the weak classifier and then cascade into a strong 

classifier. The Viola-Jones algorithms classifier for Ada-Boost cascade processing. A 

strong classifier is each new classifier constructed from this, which ensures a high rate of 

detection.  Although face detection is the first step in any computerized system which 

solves face detection, facial expression, face tracking problems. 

There are different ways of detecting faces and using these strategies, it is possible to 

identify faces with better accuracy. These methods, such as OpenCV, Neural Networks, Matlab, 

Python, and others, have the nearly same procedure for Face Detection. Face detection is the 

process of detecting numerous faces in an image. Using OpenCV to recognize faces, and there are 

a few steps to how to face detection works, which are as follows: 

• The image is first imported by specifying the image's location. The image is next 

converted from RGB to Grayscale since faces are easier to identify in grayscale. 

• The Haar-Like features method, introduced by Viola and Jones for face identification, 

is the next step. The position of human faces in a frame or picture is determined using 

this method. 

Due to the integral image method, the HaarCascade features are highly efficient to calculate 

and give a better result for developing frontal face detectors. Researchers enhanced the simple 

characteristics with more variants in the ways rectangular features are combined in several follow-

up studies. OpenCV is used to implement the face detection method. However, the model should 

obtain before the test phase of human face detection at the stage. Haar-like characteristics are used 

in a cascade of classifiers. The cascade classifier that comes with OpenCV 3.3.0 will be applied, 

thus no further training is required. 

Results and Discussion 

The collecting of high-resolution face expressions required the verification of data and 

computer expertise. The camera records information in a way that is directly connected to the 

camera. Automatic data entry may be made available with the support of integration, which 

improves the efficiency of data collecting. To complete the image segmentation, a face image 

collection algorithm relies on OpenCV and a frontal face recognition algorithm, data 

transformation, analysis of the changed data, and image classification by analysis of the parameters 

were implemented. The entire system design is separated into the image area. To use OpenCV's 
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"HaarCascade frontal face" file for image pre-storage, a C++ environment is required. The target 

file's information is identified, evaluated, and transforming the image into digital information. The 

digital image data is converted into an easy-to-store and-retrieve coding format. Using the 

OpenCV function cvHaarDetectObjects, which identifies an image from the target area, the pointer 

is used to execute cascade classifiers with varied parameters to retrieve different region 

information. 

Above mentioned all detectors are used for Python-based implementation. Several hundred 

images are obtained by different cameras that include Webcam, CCTV 4K, and Mobile cameras.  

The image size is between 300 KB to 3.4 MB. All face recognition demos available online are 

modeled on a webcam that runs very fast.  

 

  
 

  

Fig 2 Face recognition model installed in a shop. 

Figure 2 shows four random pictures of the shop where the face recognition module is 

installed. In the real world, webcams are not used due to the poor quality of images. Therefore 

CCTV or HD cameras are installed in an optimal location for better face reading. The same demo 

programs give very low accuracy and speed when used with HD and CCTV cameras.  

The system has been tested and evaluated and the following is how the database's data was 

gathered. The camera captured images of a group of people from which it is used to detect the 

images. Three algorithms (DLIB facial detector, Haar-Cascade face detector, and MTCNN facial 

detector) attempted to recognize faces based on these images. The MTCNN technique works by 

using multi-scale transformation to produce many rectangular frames of various sizes in the face 

data, performing sliding detection on the face picture, and extracting and detecting the 

characteristics of the rectangular frames.  
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Fig 3 Qualitative detection accuracy of face detectors, a) shows Dlib, b) shows Haar Cascade, 

and c) shows MTCNN 

Figure 3 shows the detection accuracy of face detectors used for experiments. All detectors are run 

based on their default configuration. It can be seen that MTCNN accuracy is better than the other 

two detectors on the default configuration. However, DLIB configuration if changed can get all 

faces to detect but with many false positives. The DLIB achieves good precision on default 

configuration with low recall. 

a b 

c 
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Fig 4 Detection time of face detectors. 

Figure 4 shows the graph of different detectors. This graph is generated by using the images with 

different resolutions and sizes which is obtained from different cameras. The experiment is 

conducted to detect the faces on the default configuration.  

The graph in figure 4 also shows that the HAAR cascade is the fastest on the default configuration. 

However, experiments also show that HAAR cascade precision is low compared to DLIB and 

MTCNN. The DLIB detector uses HOG based detector for CPU computation. 

Conclusion 

In this research, famous three face detectors are evaluated against the efficiency matrix, where 

time is the prime parameter. The detector includes HAAR cascade, DLIB, and MTCNN. All these 

detectors are available for all famous languages such as C, C#, Matlab, and Python. For 

experiments, we have used Python-based implementation. Experiments show that the HAAR 

cascade has better performance on the default configuration. However, the precision of the HAAR 

cascade is lower compared to DLIB but with better recall. The DLIB detector is widely used for 

face recognition applications as lower recall misses small faces on the default configuration. 
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